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The research activity of Franco Scarselli is in the field of machine learning, with a particular focus 

on artificial neural networks, neural networks for graphs, and approximation theory. From an 

applicative point of view, his focus is on computer vision, bioinformatics, and information retrieval.  

 

Main contributions related to machine learning include: 

• The introduction of the Graph Neural Network (GNN). The GNN has become the basis of several 

modern Deep Network for graphs. (see “The graph neural network model” F Scarselli, M Gori, 

AC Tsoi, M Hagenbuchner, G Monfardini IEEE TNNN 20 (1), 61-80, 2009). 

• The study of the approximation and the generalization capability of GNNs (see “Computational 

capabilities of graph neural networks” F Scarselli, M Gori, AC Tsoi, M Hagenbuchner, G 

Monfardini IEEE TNN 20 (1), 81-102, 2009 and  “The Vapnik–Chervonenkis dimension of graph 

and recursive neural networks”, F Scarselli, AC Tsoi, M Hagenbuchner”, Neural Networks 108, 

248-259, 2018). 

• The introduction of a novel measure based on topology aimed at evaluating the complexity of the 

function implemented by neural networks. Such a measure allows to compare deep and shallow 

neural networks, proving that deep networks are able to address more difficult problems, with the 

same number of resources. (see “On the complexity of neural network classifiers: A comparison 

between shallow and deep architectures”, M Bianchini, F Scarselli, IEEE TNNLS, 25 (8), 1553-

1565, 2014) 



• A theoretical analysis of Google’s PageRank, i.e., the algorithm originally used by Google to 

measure the authority (importance) of Web pages. Some modern algorithms operating on graphs 

exploit the diffusion mechanism of PageRank  (see “Inside PageRank”, M Bianchini, M Gori, F 

Scarselli, ACM TOIT 5 (1), 92-128, 2005, more than 600 citations). 

• A study on approximation properties of  artificial neural networks, which provided an intuitive 

explanation of existing results and a simple method to construct the approximating network (see 

“Universal approximation using feedforward neural networks: A survey of some existing 

methods, and some new results”, F Scarselli, AC Tsoi, Neural networks 11 (1), 15-37; 1998).  

 

 

 

 

 


